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Photometric Decompostion of NGC 6166
Melvin Blake August 1996
Abstract

We have used CFHT observations in Cousins B and R to probe the structure of the
supergiant elliptical galaxy NGC 6166 in Abell 2199. We utilize the isophotal and
aperture photometry of nuclei B and C to search for evidence of dynamical interactions
with the central galaxy. In addition, we have investigated the dust component of the
central galaxy.

The results from our photometry are consistent with the NGC 6166 system being
composed of the large central cD galaxy, nucleus A, and two cluster galaxies passing
through the center of the cluster. Nucleus B and C show none of the ellipticity or
position angle changes, expected if these galaxies are being cannibalised. In addition,
nucleus C has an average B — R = 1.75 £ 0.15 which is bluer than nucleus B, which
has a B — R = 1.90 £ 0.22. This confirms the previous observations of Lachiéze-Rey
et al. (1985). The color of nucleus C, while not ruling out it being a stripped Sb
galaxy, is more consistent with it being an elliptical.

The computed dust mass of the central galaxy is ~ 7.0 x 10°My from optical
absorption, and 2.7 x 10" Mg from IRAS fluxes. The dust mass is high, in any event,
and is more like that of a spiral galaxy. This supports the results of Goudfrooij &
de Jong (1995) that the IRAS fluxes for ellipticals give dust masses systematically
higher by a factor of ten over optical absorption techniques. Our result therefore adds

support to their suggestion that the additional dust is in a diffuse component which
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is not part of discrete dust clouds. This would seem to be true even for the most
massive galaxies.

A Monte Carlo simulation shows that the tidal feature indicated by Lauer is
not likely to be a projected cluster galaxy. Its colors B — R = 1.52 + 0.37 are
consistent with it being formed from the halo of Nucleus A which, at the distance of
the wake has B — R = 1.75 £ 0.07. The overdensity of this feature computed from
our brightness information are consistent with a crude calculation based upon the
models of Weinberg (1986) for dynamical wakes. The system, it must be concluded,
is physically interacting, but does not represent a bound system with the central
galaxy cannibalising its neighbours. The lack of significant structural changes in

Nucleus B and C suggest a system in the early stages of merger.
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1 Introduction

1.1 Properties of cD Galaxies

The largest galaxies in the universe are the cD galaxies. Attention was first drawn
to these objects by Mathews, Morgan & Schmidt (1965) in their attempt to identify
the optical counterparts to radio sources. Many of the radio sources were associated
with the D galaxies, which are giant galaxies with elliptical-like cores surrounded by
large extended envelopes. The cD galaxies are a special subclass of the D galaxies
which were found to dominate the centers of rich Abell clusters. They were much
larger than other D galaxies.

Other properties of these galaxies were also intriguing. Nearly 50% of the cD
galaxies contained multiple nuclei; (Morgan & Lesh 1965; Schneider, Hoessel & Gunn
1983). c¢D galaxies are also never found in the field, although some candidate cD
galaxies have been identified in poorer clusters (Morgan, Kayser & White 1975).
Whatever the origin of cD galaxies, a cluster environment seems to be required for
the formation of a cD galaxy. The c¢D galaxies also seem to be related to the global
properties of their host clusters. Struble & Rood (1982) showed that cD galaxies
were found in more symmetric, centrally concentrated clusters. They suggested that
cD galaxies were found in the more dynamically evolved environments assuming the
symmetry and central concentration of the clusters represent advanced dynamical
evolution. These clusters also have large X-ray luminosities and large cooling flows
which may be depositing hundreds of solar masses per year of material into the

center of the clusters. cD galaxies are also seen to be connected to large scale matter



distributions in the universe. A number of authors (eg. Porter et al. 1991; West 1995
and references therein) have found that the major axes of cD galaxies align with the
major axes of their host clusters as well as “pointing” to the nearest neighbouring
clusters.

Various theories have been proposed for the formation of cD galaxies. The large
number of multiple nuclei led Ostriker & Hausman (1977) and Hausman & Ostriker
(1978) to suggest that the formation of ¢D galaxies takes place through galactic
cannibalism, as smaller galaxies merge with the central galaxy in the cluster core.
Merritt (1984) has proposed that the cD galaxies start out as normal ellipticals, but
because of their position at the center of their clusters, they build up as material is
tidally stripped from galaxies passing through the cluster center. Meanwhile Sarazin
(1988) and Silk et al. (1986), have suggested that if the large cooling flows are long
lived, then the flows may have been able to build up most of the mass of the ¢D

galaxies over the Hubble time.

1.2 The Multiple Nuclei of cD Galaxies

In this work we are interested in addressing the possibility of formation of ¢D galaxies
through galactic mergers. In particular, we wish to address the question of whether
the multiple nuclei seen in many cDs are simply chance projections of foreground or
background galaxies, or if they instead represent current mergers of the central giant
cDs with neighbours in the cluster.

The origin of multiple nuclei has been debated for many years. According to

one view, most of the multiple nuclei could be easily explained simply by chance
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projections of cluster galaxies onto the cDs; (Rood & Leir 1979; Tonry 1985b; Beers
& Tonry 1986; Merrifeld & Kent 1991; Blakeslee & Tonry 1992). Theoretical studies
provide arguments to support this case. For instance, White (1976) performed N-
body simulations of merging galaxies which showed that bound elliptical orbits of
secondary nuclei will quickly become circular. The result is that the velocities of
the nuclei relative to the larger galaxies will decrease. Radial velocity measurements
of multiple nuclei (Mikowski 1961; Tonry 1985b) showed that the velocities of the
multiple nuclei of c¢D galaxies relative to the central galaxies were high, around 800
km/s which is comparable to the global velocity dispersion of the clusters. This argues
against the multiple nuclei representing galaxies merging with the cDs.

Conversely, there are those who claim that the multiple nuclei represent the
present-day mergers of the supergiant ellipticals with those neighbours which come
close enough to be captured (Oemler 1976; Ostriker & Hausman 1977 ; Hausman
& Ostriker 1978; Lauer 1986, 1988; Bothun & Schombert 1990). According to this
argument, cD galaxies started out as normal ellipticals, but because of their position
at the center of their respective clusters they grew to their present large sizes through
mergers. Theoretical and observational work by Tonry (1985a) showed that the high
relative velocities do not necessarily argue against the multiple nuclei being merging
galaxies. Tonry (1985a) showed that the orbits of a galaxy completely imbedded in
the halo of a larger galaxy will not undergo stronger tidal gravity near perigalacti-
con than apogalacticon; this was the mechanism which circularizes the orbits in the

simulations of White (1976). The models of Tonry (1985a) showed that only a small



percentage of the orbits become circular. Tonry (1985b) measured the relative veloci-
ties of a large number of multiple nuclei. He found that the binned distribution of the
velocities was best fit by a double Gaussian distribution, with one peak at 300 km/s
and one at 800 km/s. The distribution of relative velocities was consistent with 30%
of the nuclei being projections, 20% being on circular orbits and 50% being on el-
liptical orbits. This agreement between the theoretical and observational predictions

argued in favor of the multiple nuclei being galaxies merging with the cDs.

1.3 NGC 6166: Relevant previous work

One of the largest cD galaxies is NGC 6166. When Morgan & Lesh (1965) defined
the cD galaxies, NGC 6166 was considered to be an archetypal cD galaxy, and they
in fact used the properties of NGC 6166 to define the class. NGC 6166 dominates the
center of the cluster Abell 2199, and is the brightest galaxy in that cluster. Abell 2199
is a Bautz-Morgan class I cluster with a cooling flow and is spherical and centrally
concentrated. NGC 6166 is also associated with the radio source 3C338, an unusual
jet-like radio source (Burns et al. 1983; Feretti et al. 1993).

The first examination of NGC 6166 was done in the pioneering study of Minkowski
(1961). This was the first study to identify the three distinct components in the center
of NGC 6166 which Minkowski labeled A, B and C, (a fourth component, D, was
identified by Minkowski as a probable foreground star). We adopt his nomenclature
for simplicity and ease of comparison with other work. Figure 1 shows one of our
R-band images of NGC 6166 obtained at the Canada-France-Hawaii telescope with

the four nuclei identified by Minkowski labeled. Minkowski (1961) also noted the high
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Figure 1: A 900 second R-band image of NGC 6166. Nuclei A, B C and D are
identified according to the nomenclature of Minkowski (1961). The field shown is
2./44 by 3.9, and North is to the left, east is towards the bottom.



relative velocities of the nuclei and the presence of a dust lane in the center of the
central galaxy, Nucleus A.

There have been a number of other studies done of NGC 6166. Oemler (1976)
performed a photographic study in B and V. This work showed the large size of the en-
velope of the NGC 6166 and provided a profile reaching to 360Kpc. Gallagher, Faber
& Burstein (1980) performed photoelectric aperture photometry of several normal
elliptical galaxies, and NGC 6166. The colour profile shows a strong colour gradient.
The halo of the ¢cD galaxy is bluer than its center, and also bluer than the other ellip-
ticals in their sample. These authors suggested that this colour gradient is consistent
with NGC 6166 being built up by mergers with smaller, bluer companions.

The previously cited studies focused on global characteristics of the ¢D galaxy
itself, ignoring the secondary nuclei. The first study of NGC 6166 which attempted
to study the properties of its multiple nuclei was the spectroscopic work of Tonry
(1984) who measured the internal velocity dispersions of nuclei A, B and C. He found
that the internal velocity dispersions of nuclei B and C were inconsistent with them
being on bound circular orbits around nucleus A. In addition, the mass to light ratios
(M/L) for the nuclei were found to be 15.3Mg/Lg, 10.0Mg/Lg and 15.0My/ L for
nuclei A, B and C respectively, which are typical of normal ellipticals.

Lachiéze-Rey et al. (1985) made the first attempt at the photometric decomposi-
tion of the components of NGC 6166, based on CCD images in the b and r passbands
of the Gunn system. An iterative technique was used to model the light of the central

galaxy, which they assumed could be fit by elliptical, symmetric isophotes centered



on nucleus A. Nuclei B and C were masked out during this procedure. The model
was then subtracted from the images to leave B and C isolated, which were then ex-
amined separately. Global colours and brightness and colour profiles were calculated
for all three nuclei. Nucleus A showed a strong increase in ellipticity with radius. The
brightness profiles showed that nucleus B appeared to be a tidally truncated satellite
galaxy of nucleus A. Based upon the global colours and increasingly blue colour with
radius, they suggested nucleus C could be a cluster spiral projected upon the central
galaxy.

Perhaps the most important study of NGC 6166 is the work of Lauer (1986) using
a single Gunn g-band image. Lauer used a non-linear least-squares algorithm to fit
the light from the three nuclei at all pixels. This strategy has the advantage that,
other than the assumption of elliptical isophotes, the position angles and ellipticities
of the components of a multiple nucleus system are allowed to vary as free parameters.
In addition, no masking of pixels of the overlapping galaxies is needed and so all the
information on the images is utilized. All three galaxies were fit to a de Vaucouleurs
profile, which provided good descriptions of nuclei A and C. Nucleus B, however,
appeared to be tidally truncated. In addition no significant isophote twisting or
ellipticity changes were seen in nuclei B and C. The large ellipticity changes observed
in nucleus A by Lachiéze-Rey et al. (1985) were verified. An elongated feature was
seen in the residual map after a model based upon the fits was subtracted. Lauer
speculated that his feature was a tidal wake caused by the passage of nucleus B

through the envelope of A. Large areas of dust absorption were seen in the residual



maps as well. The sinusoidal dust lane identified by Minkowski (1961) was identified,
in addition to a larger region of possible dust absorption to the North of the center
of Nucleus A. However, since only a single passband was used, no information on the
colours of the nuclei could be obtained. No colours of the tidal wake candidate or

dust mass could be computed.

1.4 The Goals of this Work

The previous studies of NGC 6166 are limited. Lauer (1986) used a superior algorithm
and presents the best attempt to date to determine the structure of nuclei B and C.
However, the best photometric effort is that of Lachiéze-Rey et al. (1985) which
provided the best information on the photometric properties by using B — R colour
information. However, their algorithm is limited and does not use all the information
on the images. Neither their study, nor that of Lauer (1986) provide information on
the colours of the tidal wake or the dust mass.

We build upon both these studies by combining the superior fitting algorithm of
Lauer (1986) with the advantages of using colour information in studying the NGC
6166 system. We therefore will use observations in the Cousins B and R filters to
determine the mean colours of the nuclei. This should confirm if nucleus C is indeed
a spiral galaxy. The work of Lachiéze-Rey et al. (1985) used a single image in each
passband. We use multiple images in each passband to provide multiple measurements
of the position angles, ellipticities, colours and magnitudes of the components of NGC
6166. This provides the advantage that we can average the results to provide a better

indication of the uncertainties in our results. We will also provide the first colour
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study of the tidal wake candidate to determine if its properties are consistent with
a tidal feature. Finally, to address the possibility the nucleus C might be a spiral
galaxy stripped of its disk, we will compute a dust mass for the galaxy. We then

compare the dust mass to that of a typical spiral galaxy.




2 QObservations and Photometric Calibration
2.1 The data set

The data used in this study were obtained by G. A. Welch using the Canada-France-
Hawaii Telescope atop Mauna Kea on the nights of May 3/4, 4/5 1984. Cousins B
and R filters were used to take the observations and employ a RCA 320X512 CCD.
The field of view at prime focus of the CCD was 2.44 by 3.9. Observations in both
passbands were made of NGC 6166 and sky regions offset by 10’. For photometric
calibration, standard star sequences were imaged in the globular clusters NGC 4147
and M92 (Christian et al. 1982; Davis 1989). Bias, dark and dome flat images were
taken to correct for the readout bias pattern, dark current and detector response
variations respectively. The complete log of observations is given in Tables 12 and 13

in Appendix A.

2.2 Pre-processing

Pre-processing of CCD images involves the removal of a DC offset, bias pattern,
dark current and pixel-to-pixel sensitivity variations from the “raw” images (Gilliland
1992). First the value of the DC offset is determined from overscan regions on each
image. Second the bias pattern is subtracted using the median of many zero second
exposure images. The bias pattern is described by Gilliland (1992) as a “stationary,
two-dimensional, additive background” which is repeated for each readout of the
CCD. Thermal oscillations in the atoms of silicon which make up the CCD chip will

cause the chip to collect current even when the chip is not exposed to light. This
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“dark current” is linearly dependent upon time. The third pre-processing step is to
subtract the dark current using a “dark frame”, which is a long-exposure time image
taken in the absence of light. Finally, a uniform source is imaged and the sensitivity
variations of the pixels removed by dividing this “flat” image into the program images.
This is done to ensure that we measure the light at the same sensitivity levels on all
the pixels in order to perform surface photometry. These reductions were performed
using the VISTA package. The pre-processing steps were performed on the standard
star frames as well as the images of NGC 6166 and nearby sky regions.

The DC offset was determined using an “overscan region” in the last 15 rows of
the raw image. The overscan region is created by reading out the chip past the last
rows and columns containing astronomical data. This results in a region on the image
which contains only the DC offset. Bad pixels in the overscan region were identified
on the image display and masked out. Overscan regions were then trimmed from the
images.

The second step is to remove the bias pattern. The bias pattern is removed by
subtracting the median value of each pixel on a number of bias frames — zero-second
exposures containing only the bias pattern. Twenty-nine bias images were combined
using the MEDIAN program in VISTA.. This program gives each pixel on the final
image its median value from all the frames. The median is more representative of
the true value for the pixel than the mean. This is due to the fact that the mean is
affected by spurious high or low pixel values. Small numbers of spurious data do not

affect the median significantly. The median is therefore less affected by a few cosmic
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ray hits than the mean.

The third pre-processing step involves dark current subtraction. A median dark
frame was computed from 19 dark frames, and subtracted from all images except
the bias images. The dark current is linearly dependent on time. Therefore, before
subtraction the median dark frame was first multipled by the ratio of the exposure
times of the program image and the dark image. It should be noted here that one third
of the dark images (11 out of 30) were rejected. The rejected images exhibited excess
charge near the edges along the columns. The origin of these features is uncertain.
The affected regions were concentrated in the first 20 rows and the first 30 columns
of the chip. As suggested in Section 3, errors in dome flat fielding may have been
caused by these charge excesses. The median dark image was calculated from images
least affected by these contaminating features. Re-examination of the median bias
frame showed excesses of 2% in the affected regions.

The next pre-processing step is correction of pixel-to-pixel sensitivity variations.
A flat image is an image of a uniform source (in this case the inside of the dome).
This enables the correction of sensitivity variations among the pixels of the CCD.
The median dome flat image was computed from all the flats for each passband (12
B-band and 13 R-band flats). Separate processing of B and R flat images is necessary
because sensitivity variations among the pixels of a CCD are known to be wavelength-
dependent. The mean of the median dome flat image was computed before performing
the flat field division. The ratio of the program image and the median dome flat was

then scaled by the mean of the flat image. This ensures the mean of the program
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images is preserved. Flat fielding was performed on all NGC 6166 and standard star

images.
2.3 Evaluation of Sky Flatness and Constancy

In order to measure only the light from the galaxy, a value for the sky brightness must
be subtracted from the NGC 6166 images. For this purpose, blank sky regions were
imaged during the observations. However, we must first test that the mean sky value
does not change from image to image. This was done by creating five boxes scattered
on the blank sky images. Each box was 50 pixels square and each was examined on
the display to ensure absence of visible stars or galaxies. Each box was also cleaned
of cosmic rays using a boxcar median filter. The mean of the values inside each box
was then calculated and the average values for all the boxes was then adopted as the

average value for each sky frame. The results are shown in Table 1.

Table 1: Results of Dome Flat Fielding Tests

Image | Region | Filter | Box 1 | Box 2 | Box 3 | Box 4 | Box 5 | Average o
Value

162 | Sky 1 735.83 | 758.12 | 747.33 | 747.30 | 756.83 | 749.08 | 3.83

X

259 | Sky 1 R | 481.55 | 492.49 | 488.24 | 486.28 | 492.52 | 488.22 | 1.96

269 | Sky 2 R |528.23 | 534.64 | 517.62 | 530.97 | 533.23 | 528.94 | 2.71
163 | Sky 1 B 1244.00 | 232.29 | 229.93 | 228.35 | 232.10 | 229.33 | 3.39
258 | Sky 1 B 191.72 | 198.48 | 196.98 | 195.66 | 198.26 | 196.22 | 1.19
267 | Sky 2 B | 423.15 | 429.43 | 425.35 | 427.72 | 424.83 | 426.10 | 1.03
277 | Sky 2 B ]200.71 | 204.77 | 203.02 | 196.47 | 202.33 | 201.46 | 1.26

Since all B-frames are 1200 second exposures, and all R-frames are 900 seconds,
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it is clear that there is a problem: the sky values for the R frames vary by about
40% from one night to the next, and also during the night. It must be concluded
that the actual sky brightness is changing from image to image and that these values
cannot be used for sky subtraction from the NGC 6166 images. We describe the
determination of the sky brightnesses in Section 3.1.

These data also provide a check upon the dome flat fielding process. The varia-
tion of the mean values in the boxes shows 10% variation around the images. The
sky value should be nearly constant over the small field of view of the images. This
indicates that the flat fielding should be improved. Examination of sky images under
high contrast showed a possible cause of the variations. The regions which contained
brightness enhancements (see Section 2.3) on the bias and dark frames were system-
atically fainter than other regions on the sky images. This may be explained if the
images were over-subtracted by the dark frame and end up systematically fainter as
a result. We blinked the dome flat images with the median dark frame and verified
that the regions of excess charge on the dark frame corresponded to the fainter re-
gions of the sky images. The pattern was also the same in both passbands, which
would not be the case if the effect was due to real sky variations. With this evidence,
the decision was made to process our NGC 6166 images further using sky flat field

images.
2.4 Preparation of the Sky Flats

A sky flat image is used when the dome flat images do not adequately remove pixel-

to-pixel variations. A sky flat is required when large scale variations in the sky
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background occur within an image after normal pre-processing. This effect is clearly
seen in Table 1. Images of blank sky images taken during the observations were used
to remove residual background variations.

As many sky frames as possible were needed to help eliminate contributions from
galaxies and stars and reduce the Poisson noise in the final sky flat image. Additional
blank sky images near the cD galaxy in Abell 1413 were combined with the NGC
6166 sky images to compute the median sky flats. These additional blank sky images
were obtained during the same run as the NGC 6166 data. The Abell 1413 region
sky frames were pre-processed in an identical manner to the NGC 6166 images. On
all the sky images there are bad columns and, more importantly, field stars and
galaxies. Here the Abell 1413 data are particularly valuable. The blank sky images
near Abell 1413 and NGC 6166 have no common foreground stars or galaxies. (Taking
the median of the two sets of images is therefore very effective at eliminating any
unwanted objects.)

On highly stretched displays of the images all field stars, galaxies and cosmetic
defects were identified. In order to eliminate these, the regions containing the features
to be removed were replaced by interpolations using a first order polynomial. A boxcar
filter of width 20 pixels was used to smooth the entire image further. The 20 pixel
boxcar median filter was selected since it was twice the size of the largest unwanted
feature. The median was calculated of all sky frames so prepared. The calculation
of the median was scaled by the means of the images. This procedure yielded a set

of sky images with the unwanted features eliminated. No traces of enhancements at
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Table 2: Sky Flat Field Test Results

Image | Region | Filter | Box 1 | Box2 | Box 3 | Box 4 | Box 5 | Average o
Value
162 | Sky 1 R | 748.61 | 748.28 | 747.84 | 750.23 | 749.15 | 748.82 | 0.37
259 | Sky 1 R | 488.45 | 487.54 | 487.39 | 488.06 | 486.06 | 487.50 | 0.38
269 | Sky 2 R 1529.01 | 529.98 | 529.16 | 529.98 | 530.63 | 529.75 | 0.28
163 | Sky 1 B [ 228.77 | 229.02 | 228.46 | 228.87 | 229.07 | 228.84 | 0.09
258 | Sky 1 B ] 196.01 | 194.97 | 195.89 | 196.11 | 195.33 | 195.66 | 0.20
267 | Sky 2 B 1429.03 | 428.45 | 428.02 | 424.47 | 425.75 | 427.20 | 0.80
277 | Sky 2 B 1200.76 | 200.63 | 201.43 | 200.53 | 201.67 | 201.00 | 0.21

the position of stars and galaxies were seen on the display of the median sky flats for
either filter. The original pre-processed sky and galaxy frames were flat fielded with
the median sky flat images.

To determine if the sky variation on the images had been reduced, the mean
brightness of blank sky regions on the sky frames was determined. For five regions,
(not the same as those used previously) the mean values are shown in Table 2. It is
clear that the sky background values are changing from image to image and night to
night. However, the additional flat-fielding step has reduced the variation of the sky

brightness on any individual frame to +£1%.

2.5 Photometric Calibration

2.5.1 Transformation Coefficients

In order to compare surface photometry derived in this study to other work it is

essential to transform the instrumental system of the observer to a standard astro-

16




nomical magnitude system. Stars with well known standard magnitudes and colours,
taken from Christian et al. (1982) and Davis (1989), were observed during the night
and used to calibrate the photometry. VISTA uses the following system of linear

equations to accomplish this :

R=r+k xX+T.x(B—-R)+2Z, (1)

B=b+kyx X+Tyx(B—-R)+ 2, (2)

In these equations R and B are the standard magnitudes of a photometric standard
star having instrumental magnitudes r and b respectively, X is the airmass of the
observation, & and k, are the extinction coefficients in R and B, T, and T} are colour
coefficients for each passband, (B — R) is the standard colour index for each star, and
Z, and Z, are the photometric zero points in each passband. These enable one to
correct for the atmosphere (extinction coefficients) and the instrumental sensitivites
(transformation coefficients). One should note that, in equations 1 and 2, the standard
magnitude appears on the left side. This particular formulation results in extinction

coefficients which are negative, whereas traditionally they are positive.
2.5.2 Calculation of the Transformation Coefficients

The standard magnitudes and colours for the standard stars observed are given in
Appendix B. These have been taken from Christian et al. (1985) and Davis (1989).
On the night of May 3/4 the NGC 4147 field was observed three times, while the M92
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field was observed twice. On May 4/5 both were observed at three different times.

The following procedure was used to determine the instrumental magnitudes of
the standard stars. First a point spread function (PSF) was determined for each
image using the brightest stars on the images. These PSFs model the light of the
stars so that companions to the standard stars can be subtracted from the images.
With the companion stars subtracted, synthetic aperture photometry was performed
on the brightest stars to determine the variation of magnitude with aperture radius
for each image ~ the aperture growth curve. The standard stars were then isolated
on the images by using the PSF to remove all other stellar objects from the image.
Svnthetic aperture photometry was then performed on the standard stars. To obtain
total magnitudes of the standard stars the growth curve was used to extrapolate the
aperture magnitudes 20 pixels past the last measured aperture. The extrapolated
magnitudes were then scaled to a one second exposure time and used to solve for the
transformation and extinction coefficients using equations 1 and 2.

Defining a PSF is an iterative procedure which uses the DAOPHOT program of
Stetson (1987), as implemented in VISTA. The program PSF within DAOPHOT
was used to determine the PSF, which consists of a model (a bivariate Gaussian) and
a lookup table of residuals from the model. DAOPHOT scales the PSF to model
the brightness of each star. The SUB* program uses this model to subtract the light
of stellar objects. We subtracted all stellar objects except the standard stars.

Well isolated stars were picked to derive the PSFs in order to eliminate any distor-

tion caused by neighbours. These PSF stars were not necessarily the standard stars;
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the criteria for selection was that a star not have another star within 15 pixels and that
it be among the brightest on the frame. For the creation of the PSFs DAOPHOT
requires three input parameters: (1) a stellar full-width-at-half-maximium (FWHM);
(2) a fitting radius, defined as the radius used to fit the Gaussian model; (3) a PSF
radius, which defines the extent of the stars (in practice the radius of the brightest
star on the image). The derivation of the PSF usually took three iterations. First the
PSF stars on each image were identified along with their companions. All other stars
were subtracted off and a new, presumably better, PSF was defined. Any stars missed
were then added to the list of known stars. After around three iterations, a PSF was
judged “satisfactory” by examining a frame with all the PSF stars subtracted.

We then determined the aperture growth curves for the images. All but the bright-
est stars on all the images were subtracted using the SUB* program of DAOPHOT.
Aperture photometry was performed on these stars. The results were entered into the
stand-alone program DAOGROW (Stetson 1990) which uses the aperture growth
curve method (Howell 1989) to derive magnitudes for stellar objects. The DAOGROW
routine uses the model of King (1971) to describe the growth curve. The model con-
sists of the sum of three functions: a Gaussian, a Moffat function and an exponential.
From the growth curve the total magnitude of a star can be estimated. We take the
magnitude of the star within an aperture 20 pixels larger than the last fitted aperture
as its total magnitude for the purpose of computing the photometric calibration. All
stars but the standard stars were subtracted using SUB* and aperture photometry

performed on the standard stars. The aperture growth curve for each frame was used

19



to determine the instrumental magnitudes for use in equations 1 and 2.

The final instrumental magnitude was then entered into the MAGAVER. rou-
tine in VISTA, which scales all the observed magnitudes to an exposure time of 1
second. MAGAVER also formats the data for input into the FITSTAR program
of VISTA. FITSTAR is responsible for the calculation of the transformation and
extinction coefficients of equations 1 and 2.

FITSTAR can include extra terms other than the ones shown in equations 1
and 2 but it was decided not to use these terms; they were constrained to have
values of zero during the fitting process. Constraining these terms is justified because
solutions in which they are included find them to be insignificant. Additional input
parameters are the names of the passbands used, and a table containing the standard
colours and magnitudes for each standard star in the data set. FITSTAR computes
the coefficients and plots the residuals. Points which are clearly spurious may then be
eliminated before final coefficients are calculated. Plots of the final residuals versus
airmass, color, Time (julian Date) and magnitude showed no apparent systematic

trends. The extinction and transformation coefficients are given in Table 3.

2.5.3 Comparison with other Extinction and Transformation Coefficients
at CFHT

P. Durrell (1995) kindly supplied values of corresponding coefficients for a run at
CFHT, and we use these and values from the MOS/SIS manual (Welch 1995) as an
initial check upon our procedure. For a three night run Durrell obtains values of

B-band extinction coefficients of —0.091, —0.070, and —0.130, with uncertainties
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Table 3: Transformation and Extinction Coefficents

Coefficient Night 1 Night 2
k. —0.090 + / — 0.006 | —0.132 + / — 0.004
T, —0.022 + / —0.002 | —0.042 + / — 0.002
Z, —~2.654 + / — 0.008 | —2.583 + / — 0.005
ks —0.206 + / — 0.009 | —0.246 + / — 0.006
T, 0.090 + / — 0.002 | 0.072+/ —0.002
Zs —2215+ / —0.011 | —2.150 + / — 0.008

between 0.03 to 0.07. In the R-band Durrell finds values of —0.181, —0.152 and
—0.335 respectively for the same nights. Uncertainties here are between 0.03 to
0.07 magnitudes. The MOS/SIS manual for the CCD camera gives typical extinction
coefficients of —0.3 and —0.08 in B and R passbands respectively. Our results indicate
that the extinction in the B passband is greater than the extinction in R. This
differs from the Durrell data, but agrees qualitatively with the manual values. The
extinction in the blue passband is expected to be greater than for the red, since
shorter wavelength light is more affected by absorption and Rayleigh scattering in
the atmosphere.

The colour coefficients 7, and T quoted from Durrell are 0.129 in B and 0.006 in
R, while the MOS/SIS manual gives 0.04 and 0.05 respectively. Our colour coefficient
for the R-band is negative in sign to these results. We find that the absolute value
the B colour coefficient less than that of R, which is also true for the Durrell and
MOS/SIS manual as well.

Based upon these comparisons we find that our extinction coefficients seem typical
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of CFHT, and are qualitatively consistent with the known absorption and scattering
affects of the atmosphere. However, the Durrell data are in conflict with what is
physically expected. It is difficult to compare our transformation coefficients to those
of Durrell or the MOS/SIS manual, since these should depend more upon the detec-
tor and filter set used than the photometric conditions. These comparisons give us
confidence in our results, although is is clear the transparency of the atmosphere, as

measured by the extinction coefficient, was greater on the first night of observation.
2.5.4 Conversion of Surface Photometry to Standard Magnitudes

We must solve equations 1 and 2 for the standard B and R magnitudes in terms of

observational quantities only. We find:

_(1+T)o+ky x X+ 2Zp) —kp(r+ ke x Xr + Z;)
- 1+ T, —ky—2x T, X ky

1 1

T (QA+T)(r+k +T, xB+2Z,)

B (3)

R

(4)
We must also note that DAOPHOT computes instrumental magnitudes from

the intensities through

m = 25.0 — 2.5log(J]) (5)

where [ is the intensity and the factor of 25.0 originates from the zero point shift used
in the DAOPHOT program. The galaxy intensities are first scaled to one second
exposure times. Thus using equations 3, 4, and 5, and the airmass we can transform

surface photometry to those of the Cousins photometric system.
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3 Multiple Nucleus Surface Photometry of NGC
6166

3.1 Sky Brightness Determination

We must subtract the sky value before doing surface photometry on the NGC 6166
images. We have already found in Section 2.2 that the blank sky images cannot be
used for this purpose. This means we must determine the value of the sky background
from each NGC 6166 image. We must choose a sky region far as possible from
the galaxy. Unfortunately the halo of the galaxy is large and unavoidably makes
a contribution to the brightness values in all pixels of the images. If the galaxy
contribution to the sky region brightness is not removed, we will truncate the profiles
of the nuclei. We want to subtract only the true sky value from the NGC 6166 images.
The true sky value is the brightness remaining after the galaxy contribution to the
mean brightness of the sky region is removed.

The detailed method for determination of the sky brightness is given in Appendix
C. The method is briefly summarized here. We assume as a first approximation
that the galaxy isophotes are concentric ellipses of constant ellipticity, and position
angle. We also adopt the brightness profile of Oemler (1976) to estimate the relative
brightness of the galaxy at any two points along the major axis. A sky region was
chosen near the bottom of the images, as far as possible from the galaxy. The center
of the sky region and the galaxy nucleus define a line whose length is easily computed.
It is also straight forward to compute the angle between this line and the major axis.

The expression for an ellipse in polar coordinates gives the major axis length of the
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Table 4: Adopted Sky Brightnesses

Image Sky
(ADU)

161 | 7064
164 | 249.9
255 | 234.5
257 | 213.9
260 | 512.6

isophote which passes through the center of the sky region. Brightness ratios may
then be computed from Oemler’s photometry for any two points along the major
axis. These two points are chosen to be a point near the galaxy center where sky is
insignificant and the center of the sky region. The brightness ratio and instrumental
brightnesses at these two points enable the galaxy contribution in the sky region to
be computed. The estimated galaxy contribution to the sky is subtracted from the
raw brightness to give the adopted sky brightness, which is then subtracted from all
pixels. The adopted sky brightnesses are given in Table 4.

Our sky region center typically lies on the isophote with semimajor axis length of
160”0, while the sky region of Lauer (1986) lies near 150”0. However Lauer (1986)
makes no attempt to eliminate the galaxy contribution to the brightness of the sky
region. Our sky estimate should therefore be more free of galaxy contamination than
that of Lauer (1986). We discuss the effects of error in sky values on the surface

photometry in Section 3.4.



3.2 Testing the Surface Photometry Software

In order to study the components of NGC 6166 we utilized the VISTA program
SNUC which is essentially the multiple nucleus fitting routine of Lauer (1986).
SNUC is flexible and offers various options to the user to modify the fitting pro-
cess. We use model images to test the effects of the various options on the fits
performed by SNUC. Since the input parameters of the model galaxies are known,
we can use the various options in the SNUC program to obtain the best possible fit
to the models and these can then be used to fit the program images.

The IRAF routine MKOBJECT was used to create realistic de Vaucouleurs
model galaxies with which to test the accuracy of SNUC. MKOBJECT takes the
centroids, ellipticities and position angles of any number of de Vaucouleurs profile
galaxies including the Poisson noise. Initial tests upon a single noise-free model
galaxy showed SNUC to be reliable in all but the outermost regions. SNUC fits
performed on models including Poisson noise likewise produced the correct position
angle, ellipticity and centroids.

Next, a model with noise was created with three de Vaucouleurs profile galax-
ies having the appropriate positions, ellipticities, and position angles for NGC 6166
(Lauer 1986). A series of tests were conducted using the various options provided
by the SNUC routine. The routine allows the following: (1) fits may be performed
allowing the centroids of the isophotes to vary; (2) the user may allow for the assump-
tion that each galaxy extends over the entire image or may indicate the maximum

size of each galaxy; (3) a box may be used to limit the region of the image fit by
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SNUC,; (4) the size of the initial centroid box can be varied to allow for error in the
initial values of the center positions; (5) the number of iterations used for the fitting
process may be varied.

The first test using the multiple component model compared the accuracy of
the fits obtained by treating the centers as free parameters (allowing nonconcentric
isophotes) with fits obtained by fixing the centers. For artificial galaxy B we plot in
Figure 7 the errors in the fitted ellipticity, position angle and centroids as a function
of radius along the major axis. The centers varied by up to 10 pixels when allowed
to vary. When centers were fixed errors in the fitted centroid were only —0.43 pixels
and —0.03 pixels in the z and y coordinates respectively. The best choice is to
fix the centers since it would be impossible to separate real physical variations from
algorithm-induced effects. All subsequent fits were performed with fixed centers. This
eliminates our ability to detect non-concentric isophotes in the real galaxy such as
those expected in galaxy interactions.

The second test compared the accuracy of SNUC in the cases when the galaxies
are assumed to extend over the entire image as opposed to when their sizes are
indicated. Figure 8 shows for artificial galaxy B the results for the ellipticities and
position angles. Comparing the two fits, it is clear that the errors rise quickly in the
outer regions. Over the region in common to the two fits the errors are less for the fits
performed when the sizes are indicated by the user. The regions are different because
fitting the galaxy over the entire image will naturally have a larger radial extent than

one chosen by the user over only part of the image.
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Figure 2: Test of the accuracy of SNUC for model nucleus B when galaxy centers are
free parameters. (a) The error in the ellipticities, (SNUC - input) (b) the error in the
position angles, (SNUC - input) (c) the error in the centroids, (SNUC - input). For
plots A and B the solid line indicates the fits made with centers as a free parameter,
while the dotted line is the corrsponding fit with the centers fixed. For plot C the
solid line shows the errors the x values of the centers and the dashed line shows the
errors in the y values. In all cases, the fits with the locked centers are superior.
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The third test employed a box around the objects which included only the three
nuclei. This would serve to limit the area fitted on the images and reduce overall run-
time. Here there are two possible ways to use SNUC to fit the galaxies. The first
is to fit each galaxy over the entire region within the box; the second is to indicate
the position and size of each galaxy within the box. The two methods are compared
in Figure 9 where for model nucleus B we show the plots of errors in the fitted
ellipticity and position angles as a function of radius. Also included are the results
of fits performed after indicating the positions and radii for the three model galaxies
with no limiting area indicated. The results are nearly identical at radii where the
isophotes are completely within the boxed region. Outside these radii the errors rise.
Better fits are obtained when the centers and outer isophotes are identified by the
user and no limiting box is used.

The goal of the final tests was to determine the sensitivity of the fits to the number
of iterations and the size of initial centroid box. Initial centroid boxes of 3 and 5 pixels
were used to test the effect of changing this parameter on the accuracy of the SNUC
fits. The fits were identical so it was decided to use the default size of three pixels
for the fitting procedure. The tests on the number of iterations showed that it was
perhaps the single most vital factor in the achievement of accurate fits. Shown in
Figure 10 are the errors in the ellipticities and position angles for 3, 5 and 8 iterations.
The fits improve as the number of iterations is increased. However, when more than 8
iterations were used the routine became unstable and terminated the fitting process.

In summary, the “best” method for the fitting of multiple nuclei was found to
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Figure 3: SNUC accuracy for model nucleus B when the galaxy is fitted over the
entire image and when the center and radius of the fitting region around each galaxy
are marked. (a) The error in the ellipticities, (SNUC - input) (b) the error in the
position angles (SNUC - input). For both plots, the solid line indicates the fits made
when fitting the entire image, while the dotted line is the corresponding fit with both
the center and limiting radius indicated. In both cases, the fits with the centers and
limiting radius indicated are superior.
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Figure 4: SNUC accuracy for model nucleus B when the galaxy is fitted over a boxed
region. (a) The errors in the ellipticities, (SNUC - input) (b) the errors in the position
angles (SNUC - input). For both plots, the solid line indicates the fits made when
fitting the galaxy within the entire box, while the dotted line is the corresponding fit
with both the center and limiting radius indicated withing the box. The dashed line
indicates the error for fits made when no box is used, but the instead the limiting
radius is indicated. In both cases, the fits with no limiting box are superior.
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Figure 5: SNUC accuracy for model nucleus B when the number of iterations is
varied. (a) The errors in the ellipticities, (SNUC - input) (b) the errors in the
position angles (SNUC - input) for 3 iterations (solid line), 5 iterations (dashed line)
and 8 iterations (dotted line). It is clear the accuracy improves when the number of
iterations is increased. The maximum number of iterations allowed was found to be
8 without the program becoming unstable.
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involve fixing the isophote centers, marking both the inner and outer isophotes for all

galaxies, using default centroiding and using 8 iterations.

3.3 The Final Fitting

Before the final SNUC fitting, cosmic ray hits were removed using the VISTA
program ZAP. ZAP is a boxcar median filter, which searches the image for pixels
differing by a given amount from the median in a box of specified size. The value of
the pixels identified are replaced by the median of the values within the box. The
default box size of 5 x 5 pixels was used. Cosmetic flaws were then identified and
masked out on each image. To avoid contamination of the measurements of NGC
6166, any unwanted objects must be masked before the program images are fitted
using SNUC. Unwanted objects include nucleus D, the dynamical wake candidate
(Lauer 1986), foreground stars and galaxies, cosmetic defects and cosmic ray hits.
Nucleus D was found by Minkowski (1961) and Lauer (1986) to be a field star. In
fact on our images, nucleus D has a full-width-at-half~-maximum (FWHM) identical
to a stellar object to within 1 pixel in FWHM, and thus nucleus D could not be fit
by SNUC. When we attempted to do so, the centroiding algorithm locked onto the
center of nucleus B in which nucleus D is imbedded. This caused the program to
terminate. Therefore a box was used to mask out nucleus D.

The VISTA RENUC routine allows reconstruction of the galaxies fitted by
SNUC. Dust features and the dynamical wake candidate (Lauer 1986) were identi-
fied by fitting a blue image and subtracting off a RENNUC model of the fit. Dust

extinction is greater in the blue passband so dust features are more easily identified
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using the B-band. The most prominent dust feature was the “S” shaped feature lying
near the center of nucleus A. The dynamical wake was also easily identified, along
with galaxies and foreground stars. The position of the various features on this blue
image were used as reference positions. We wished to mask identical regions on all
images. We therefore require the positional shift from the reference image to all other
images. These were calculated using the mean differences between the positions of
nucleus A, B and C on the reference image and all other images.

In order to provide the best possible centroids, each image of NGC 6166 was fitted
using SNUC. The RENUC routine was then used to reconstruct a model of two
of the three galaxies. The model was subtracted and the resultant image was used
to find an accurate centroid for the remaining galaxy using the AXES program in
VISTA. The same regions were therefore masked out on all images.

The size of the fitting region for each nucleus was determined with the others
subtracted from the image. The same fitting sizes were used on all images. The
photometry was calibrated using the tranformations in Equation 3. This produced B
and R brightness profiles along the major axes of the galaxies, as well as ellipticities

and position angles.

3.4 The Effect of Sky Error on the Photometry

We now investigate how errors in the sky determination affect the final fits. To
examine this SNUC was run on an image with two different sky values subtracted.
The first fit was performed on the image with adopted sky value subtracted. The

second fit was performed on the image with the adopted sky x1.01 subtracted. A
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1% change was chosen because as seen in Appendix C, the galaxy brightness is about
1% of the total light in the sky region. The results are shown in Figures 11, 12
and 13, which present the difference between the brightness, ellipticity and position
angles as functions of radius. Other than the expected lower isophotal magnitudes,
no systematic differences can be seen in the results. This would imply that the output

ellipticities and position angles are not highly sensitive to errors in the sky values.
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Figure 6: The effect of a 1% sky subtraction error on the fitted intensities of a 1200
second B image, for (a) Nucleus A (b) Nucleus B and (c) Nucleus C. Plotted are the
fitted magnitudes for the adopted sky subtraction, (solid line), magnitudes for the
sky + 1% subtraction (dotted line). It is clear here that the sky subtraction error
does not seriously affect the magnitudes of the objects, since in all cases the fits agree
within the uncertainties. 35




Ellipticity

Ellipticity

Elliplicity

——— - =~ ’
P — e —— . - St~y —
of . - Nl R
0 10 20 30
Radius (arcsec)
0.2 3
0.1 .
0 3
-0.1 -
_02 1 e 1 [ I L L 1 1 [ ) 1 1 L L 1
0 2 4 6 8 10
Radius (arcsec)
0‘3 F T T T ] T T ] mg L T T T l T 3
3 © 3
e T { ........................................... E
01 [ E
o1 | Tl E
02 : 1 1 ' L g L 1 il A L ] Jﬁj_r—l——l-—: :
0 2 4 6 8 10
Radius (arcsec)

36

Figure 7: The effect of a 1% sky subtraction error on the fitted ellipticities of a 900
second R image, for (a) Nucleus A (b) Nucleus B and (c) Nucleus C. Plotted are the
fitted ellipticites for the adopted sky subtraction, (solid line), the intensities for the
sky + 1% subtraction (dotted line) and the difference between the two fits (dashed
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